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1. Executive summary

The UK port industry is the second largest in Europe, handling almost 500 million tonnes of
freight each year. The Port of Felixstowe is Britain’s biggest and busiest container port,
handling more than 4 million containers. It plays a pivotal logistical role in keeping the UK’s
trade moving, delivering real benefits to customers, the wider economy and community and
directly employing over 3000 staff.

The bridge cranes availability and efficient operation are a key factor in port logistics
productivity. Crane failures have a significant impact on both operational capability, flexibility,
and financial outcomes.

This Trial project aimed to bring together the technological advances in the fields of 5G,
Internet of Things (remote control, remote sensing, and condition monitoring) and Predictive
Data Analytics to test the application of new types of technology that require significantly
higher throughput for CCTV and control over latency, security and reliability that cannot
be realised through today’s 4G. This includes exporting know-how, 5G expertise and
Condition Monitoring andPredictive Maintenance solutions internationally; create sustainable
growth with highly scalable and repeatable solutions for all UK ports.

Although the trial encountered a number of issues with the stability of 5G at site critical
operations taking priority, it did provide greater understanding of the technical design,
coverage, availability and speed of the network. The learnings will form more robust
requirements when procuring network uplift to support the collection of Predictive Analytics,
driving insight into Predictive Maintenance.

In summary, the trial acknowledged that there were some disturbances to availability which
were attributable to the lack of redundancy and operational management of the trial
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configuration, while noting the pioneering status of 5G Standalone System and multi vendor
aspects of the Port deployment.

Key findings from the trial found issues with 5G stability on site, generated profisafe alarms
concluding that this does not operate consistently enough to be used in a live environment.
Some Data was collected on predictive maintenance (Refer to Appendix B for more
evidence) but is not representative or consistent due to intermittent availability issues.

What it did provide is greater knowledge and closer understanding of the restrictive nature of
industrial crane software whose parameters for safe operation are not friendly to modern
wireless technology methods. The trial established a more accurate specification of
requirements which will be invaluable in future procurement exercises for a network that will
support new autonomous technologies in an industrial port setting; learnings in terms of
speed needed to be achieved, coverage and capacity levels as well as technical design
needed to integrate port’s software and equipment.

2. Introduction

The project led by Port of Felixstowe had three consortium members:

● Hutchison 3G UK Ltd
● Cambridge University
● BlueMesh Solutions Limited

The consortium, along with key subcontractors Ericsson and Siemens provided a 5G testbed
deployment, one of the earliest 5G Core Standalone trials globally and introduced several
innovations from Ericsson intended to evaluate the 5G technology for Industrial use cases.

The objective of the trial was to tackle two main uses cases :- (Refer to Appendix A for more
detail)

• Use Case 1 – Predictive maintenance using IOT sensors and Cambridge AI

Providing access to information on discords (i.e., unusual patterns that we detect on
monitored parameters in comparison to normal operational behaviour of the component).
Success or failure rate in identifying "real" faults.

• Use Case 2 – Remote control of cranes using 5G network and HD Cameras.

Demonstrating automated operations using 5G can overcome the capacity and latency
constraints associated with the wired system.
Proving the ability to run multiple streams of traffic with different Quality of Service*
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3. Description of what project did (including scope, security
approach)

Scope
This entailed deploying a 5G private network on site to cover six cranes, 5G enabled
sensors were fitted to detect shocks, vibrations and stresses imposed on the cranes to
identify early warning signals of wear and tear and failure.

The 5G radio access network was served by a 5G SA core deployed on site, providing data
backhaul for the Remote-Control Yard Crane system and the Quayside Crane Preventative
Maintenance system.

Outline Plan
The Trial ran from March 2021 to September 2022. Key Dates included:

● Project Kick-Off: March 2021

● Pre-Staging (CKH-IOD Labs): June 2021
- End-to-End Application Testing: August-September 2021

● Site Deployment (Port of Felixstowe): October 2021

- Field Test [3] and Acceptance [1]: 29th November 2021
- Support - Period of Support Dec 202 to September 2022

Security strategy and approach
The implementation of IoT devices using 5G networks is a relatively new concept and the
cyber security risks may not be well understood. Moreover, any risks to the cranes at the
UK’s busiest container port could have a far-reaching and detrimental effect on the UK
supply chain and economy, and for this reason the system could be defined as critical
national infrastructure. A strategy document was created to address a concern from
stakeholders that security needed to be considered within the project and handled
appropriately. Although the trial is not considered to be critical national infrastructure (CNI),
in the future the expanded trial and any industrialisation would be CNI. Refer to Appendix C
for more detail.

Trial Design

In high level terms, the data from the cranes was captured by sensors, the data is then
removed and transmitted by WiFi devices across the crane, into the crane’s fibre network,
where a 5G WNC device then backhauls the data via 5G into the port data processing
environment.

In slightly more detail, the Predictive Maintenance Use Case has connected sensors to
strategic (high energy) parts of the cranes to measure various parameters such as vibration
and acceleration. These data are then transferred to a sensor gateway (Raspberry Pi)
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where the data is then sent into a Wi-Fi access point and then finally into a 5G CPE device. 
The Wi-Fi access points are used to remove direct cabling and to give the 5G CPE Wi-Fi
capability, as it does not come with this feature. 

The data is then sent in a raw format to the Relay Server, then it is processed on the Data
Server, then returned to the Relay Server for transport to University of Cambridge using
MQTT. The data are then ‘unpacked’ and prepared for analysis in the AI – Discord Detection
developed by Cambridge.

Each sensor creates raw data of around 20,000 bytes which per 6 minute data reading
session is around 720MB per sensor, or around 4GB per crane per session. So M20 asks
the question, can this amount of data be delivered successfully over 5G?

Data is then delivered to the Data Processing service inside the PoF Date Centre, cleaned,
filtered and then presented for analytic analysis.

Once analytic analysis via Cambridge University is complete the data is then stored and
presented via the BlueMesh reporting tools.

The Predictive Maintenance Reporting Tool has a scope in two parts.  

Part 1 is a Condition Monitoring tool that allows the engineers to review data from sensor
targets on each crane and examine events on a date / time basis.  

Part 2 is a Predictive Maintenance tool, which takes the data feed from the sensors and then
reviews the data using a Machine Learning statistical model to identify anomalous features
within the data, known as discords. The Discord Detection system is explained in section
24.3 below. 

The idea of the reporting design is that it combines two methods of reviewing crane data, the
first is a human review of crane activity using self generated charts, the alternative is a
Machine based system that reviews all of the data for discord events. 

Our idea is that by combining both human and machine methods we can provide the best
review of the crane’s operational data.  

So in summary – the system collects both sensor data and PLC data and combines them
into one data set and then the data is available as a Condition Monitoring toolset and a
Predictive Maintenance – Discord Detection toolset.
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Communications, Collaboration and Dissemination
Given the wider sector interest and immediate Partner stakeholders a communication plan
and tracker were established (Appendix G and L). An intent to engage, collaborate and
share knowledge including lessons was a key success factor to maturing understanding of
5G experiences, best practices, and requirements within a working Port. Refer to appendix
G and H for more detail.

4. Description of the results and impact of Benefits
(refer to Appendix A for details results / outcome)

For the predictive maintenance use case (CR 15), this aimed to put in place a predictive
maintenance system based on the data that we are collecting (e.g., vibration and
temperature of the motors). In other words, the AI system needs to be informed of
vibration/temperature patterns leading to and when a fault is occurring. The monitored
components of the Quay Cranes did not materialise any mechanical faults or breakdown
during the monitored period within the project. This resulted in a lack of data/information on
how a fault manifests resulting in the inability to predict the occurrence of faults in advance.

However, a discord detection algorithm was developed detecting the ‘discords’ identifying
abnormal patterns within monitored parameters (e.g., vibration, temperature) and reporting
the (i) time stamps and (ii) location of their occurrence will provide engineering team to
manually access against the maintenance and operational logs to judge if they are early
indicators of a potential fault. This translates to informing inspection strategies at individual
crane/component level. It provides engineers with potential discords that might need early
intervention (before a disruption occurs). A number of interruptions during the monitoring
phase such as wider Operational critical issues, network availability affected collecting a
representative set of data on how a fault comes to fruition means difficulty in predicting the
occurrence of future faults. It is therefore intended to continue collecting data, re-using the
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discord algorithms developed under this use case but analyse using 4G network - Phase 2
and not in scope for this trial which was to prove 5G could support. (Refer to CR15).

For the Remote Control use case, (CR16) Programmable Logic Controllers (PLC) which
controls the crane itself requires very low latency to work effectively and smoothly, if it
senses that it is dipping below a safe threshold it will stop working. It also requires a stable
connection with no disconnects or lost packets. As we got into the live testing of the project it
became apparent that whilst the network could achieve the original parameters set at the
start of the project, it couldn’t achieve them consistently to safely move to the final stage of
testing. This final stage was the actual operation of the RTG using the 5G network. Due to
the inconsistent performance affecting the latency and the inconsistent stability of the
network leading to outages and lost packets, it was not deemed safe to operate the RTG,
due to health and safety concerns.

The work done on the 5G network showed that it was operable with the parameters required,
but it could not consistently achieve these parameters and operate within them.
Considerations were made to accommodate Ericsson kit in a later release that potentially
offered a resolve to the consistency challenge; but this was not possible to implement with
non-GA (accredited) equipment nor in good time to reconvene the project use case original
objectives.

Overall up to 12 months has been gained with enough knowledge about the core and the
RAN / UE to be confident that an accurate specification of requirements can be produced in
future for remote control of RTGs.

The operational performance of the 5G network was also benchmarked when the network
was working optimally. The radio optimisation carried out in the planning stage also
successfully delivered knowledge of how the radio antenna needs to be deployed to
maximise coverage and also circumvent the issues which the containers cause in a harsh
port environment

Another use case to prove IOT Enhance security resulted in a technology and commercial
collaboration agreement which was signed between BMS and Arqit. New software has
been created to deliver Quantum Cloud based symmetric keys in a trustless state to end
points. Enhanced IOT / MQTT data pipes have been created to test the concept. A list of
large enterprises are now engaged and reviewing the technology, BMS currently estimate
that commercial activity will be seen in 2023. 1 FT job position has been created at Arqit to
promote the technology. One PT job position in software engineering has been created at
BMS.
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5. Key Learnings
(Refer to Appendix A and D, E and F for more detail)

Overall concerns about 5G coverage remain. Where ports deploy their own private network,
there may be a large area of land to be covered with 5G and this leads to the need for
significant investment. For some ports, a public or hybrid (public/private) network may be an
alternative, but these then depend upon the coverage available. Solutions to overcome
security concerns around public networks are now becoming available. 5G networks are
currently more focused on urban areas, whereas ports are often away from these. There
needs to be flexibility in the deployment of 5G networks with ports, so that they can adapt
and expand over time. It is clear that a ‘bi ban’ approach is challenging to adopt for ports and
therefore using technology that has both 4G and 5G capabilities offers a progressive
evolution. This applies to both the radio network and the hardware, the latter being a
constraint on adoption. This also enables ports to explore different use case possibilities and
acquire a deeper understanding of how 5G should be best deployed to maximise its value.
This then informs later, large-scale deployments.

What is seen as a way forward is to adopt a hybrid approach, whereby radio masts can
support both 4G and 5G, with a switch towards the latter over time as required.

Another enabler for 5G investments to align with wider asset renewal cycles. Much port
infrastructure predates the internet era and therefore telecommunications equipment needs
to be retrofitted. By contrast, new build facilities can include the physical infrastructure for 5G
connectivity and may need wireless communication methods to be installed. In these
situations, the justification for 5G can be stronger.

Another common observation remains in relation to current technology readiness being a
barrier to wider adoption. Off the shelf solutions are not widely available and, given the
complexities of 5G deployment, operators lack confidence that a network can be set up to
deliver what is expected. There are also issues with the availability of devices able to
connect to 5G networks. Over time, this barrier should reduce as availability improves.

Conversely, collaborative working and knowledge sharing between a wide range of
stakeholders was seen as an enabler for 5G deployment. This includes network providers,
use case developers, government (both national and local) and, particularly for smaller ports,
the wider community. In doing so, a better understanding of 5G capabilities and opportunities
can be developed, increasing the likelihood of successful deployment. Equally, sharing
experiences within the port sector more widely further enhances this.

Several other areas were identified where government support would benefit the deployment
of 5G:
• Standardisation: this will be required to enable use cases to work with each other and with
existing systems. While the government can play a supporting role here, there are also
opportunities for port industry bodies to facilitate this.
• Spectrum availability: ensuring that ports can get licences for private 5G networks in a
timely manner.
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• Skills development: as noted above, workforce issues are a challenge for and
government support to people into the ports industry would be welcomed.

One challenge identified with this is where responsibility lies within government departments
as the issues cut across a range of responsibilities, and with national, devolved, and local
administrations.

IoT deployments often face challenges associated with sourcing, installation, calibration, and
communication of sensors. Sensors’ location in spaces, position in the assets, and
calibration must be considered to interpret data similarly across all devices. Communication
or power drops will occur during their lifetime. After these drops, the sensors may require to
be restarted and communication with the IoT network may need to be restored. Even for fully
working sensors, it is vital to have a timestamp alongside every data reading. If the moment
when an event or measurement happened at the source is unknown, data is meaningless.
Additionally, clocks in IoT sensors tend to drift because of the power and communication
losses or because they live in a local network without access to a common time server.
Thus, ensuring a common time reference for all sensing data becomes one of the most
important challenges, as it directly impacts the levels of data quality. High sampling rates
affect the data ingestion process in terms of concurrency, and storage. Having to deal with
high-volume, high velocity of data is at the heart of most IoT deployments. Additionally,
the variety of sensors becomes a variety of data streams, even if they are from the same
provider, and thus, they require different pre-processing. Feeding real-time applications
demands a good understanding of technology and the assurance of an acceptable
end-to-end latency, from the edge — sensors —to the user — applications.

Ongoing work is focusing to develop a decision support system powered by artificial
intelligence to analyse the data collected from the IoT deployment and predict any faults
before they compromise crane operations.

The market for IOT devices is growing with potential of commercial interest and is
estimated by some market commentators to reach US$1 Trillion by 2028. Protecting IOT
devices used on strategic assets is very important because interference with data can have
technical and economic impacts. IOT devices increase the performance of engineering
assets but can also increase the risk of hacking and organised attacks. By combining
QuantumCloud with MQTT, Arqit and BMS have a potential product with global potential. In
February 2022 Aqrquit and BMS signed a technical collaboration agreement. In May 2022
Arqit and BMS signed a commercial agreement to exploit the Quantum Secure MQTT idea
in collaboration. Both parties have had High Level discussion on how to create a product that
customers may purchase, probably on a platform as a service model.

Appendix for Part 1:

● 20220914 Final Security Strategy pages 9 - 82
● 20221024 DCMS 5GTT 5G Ports Sustainability v4 page 83
● 20220914 Master Knowledge Comms, Dissemination 5G Ports Tracker V7 page

84
● 20220914 Master Redraft Benefits Realisation 5G Ports Tracker_V7 pages 87 -

99
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● Asset register - Blue Mesh (1) pages 100 - 104
● Asset register - MASTER COPY_14Sept pages 105 -108
● 20221024 5G Smart Ports Collaboration Report pages 109 - 127
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1.BACKGROUND

This 5G trial at the Port of Felixstowe (PoF) is being carried out under a DCMS funding grant
to investigate the use of 5G to control a Remote-Control Yard crane and collect data for the
preventative maintenance of Quayside cranes. A 5G private network will be deployed on site
with two 5G base stations to cover twelve cranes for preventative maintenance and one
crane for remote control operation. The 5G radio access network will be served by a 5G SA
core that will be deployed on site, providing data backhaul for the Remote-Control Yard
Crane system and the Quayside Crane Preventative Maintenance system.

The trial encompasses two use cases:

• Use Case 1 – Predictive maintenance using IOT sensors and Cambridge AI • Use
Case 2 – Remote control of cranes using 5G network and HD Cameras.

4
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2.SECURITY TERMS OF REFERENCE

The implementation of IoT devices using 5G networks is a relatively new concept and the
cyber security risks may not be well understood. Moreover, any risks to the cranes at the
UK’s busiest container port could have a far-reaching and detrimental effect on the UK
supply chain and economy, and for this reason the system could be defined as critical
national infrastructure.

Such a designation mandates a high level of security control and management is
implemented. This document seeks to demonstrate how the security requirements were
managed, ensuring should the trial move into operation in a production environment, a
sufficient level of security control and management would be in place to protect the systems
in scope, or a clear path to achieving the level had been documented and accepted.

During the trial, the requirement for an experienced information security SME was
recognised. Rob Horne, principal consultant at Commissum and more recently at Trustwave
was brought on to the project to fill this requirement. He has many years of experience,
having worked in both the private and public sector, most lately for the UK Home Office from
2015 to 2018, is an ISO/IEC 27001 Lead Auditor and was previously a SIRA at Senior
Practitioner level.
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3.SECURITY STRATEGY

The strategy document was created to address a concern from stakeholders that security
needed to be considered within the project and handled appropriately. Although the trail is not
considered to be critical national infrastructure (CNI), in the future the expanded trial and any
industrialisation would be CNI.

The initial strategy was to divide the trial into three domains and assign a domain owner
with the technical and physical responsibility for the security of the components within that
domain. In addition to the domain security strategy, an end-to-end approach was layered
across all domains to secure and monitor the trial against any security breach. The
strategy was reviewed and determined to be fit for purpose.

However, as the design has evolved, this approach has changed and is now aligned to the
data flows.

Trial Design

In high level terms, the data is captured by sensors, the data is removed and transmitted by
WiFi devices across the crane, into the crane’s fibre network, where a 5G WNC device then
backhauls the data via 5G into the port data processing environment.

Data is then delivered to the Data Processing service inside the PoF Date Centre,
cleaned, filtered and the presented for analytic analysis.

Once analytic analysis is complete the data is then stored and presented via the
BlueMesh reporting tools.

Sensors - Data Creation & MQTT
Sensors generate data. Sensors include: accelerometer (x,y,z) + Audio + Temperature +
Magnetic Field. The sensors are powered via USB 3 cable providing a 5V PD. Data and
power via USB cable. The USB is in turn powered from a Raspberry Pi board, this includes a
WiFi transceiver for short range data transfer over the air. The Linux operating system on the
Raspberry Pi also includes an MQTT data communication service, this prepares the data as
MQTT ‘packets’ and sends the data over WiFi.
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Data Removal - WiFi to 5G
The data is removed from each crane via a 5G access point that connects to the port’s
5G network. Before that the data is collated via a high power DreyTek router and then
transferred via the crane’s own fibre channel into a 5G access point.

Data Processing
Data Preparation stage takes the data pipe from the cranes on the sensors and cleans the
data stream of unnecessary data, it then creates a second data structure based on the PLC
data. Once collected the data is then concatenated into blocks of
data that represent each individual sensor and then the vibration etc data from the Cranes
aligned with the PLC data events. The data is then processed via two systems; 1. A
Condition Monitoring system and 2. A Predictive maintenance system.
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Data Reporting

Data Reporting is based on two data sets within the same Mongo.DB; 1. All Data
collected over the previous 2 weeks informs the AI model and allows engineers to review
in detail any event during a 2 week timeframe. However, the data storage requirements
are high, and so 2. Longer Term data is abstracted into a set of Descriptive Statistics for
longitudinal tracking / deterioration of the crane by increased vibration

Compliance to Information Assurance Standards

A number of security assurance standards were considered with the choice of the NCSC
Cyber Assessment Framework (CAF) chosen for the following reasons:

• Recommended framework for NIS-D Operators of Essential Services which closely
aligns to CNI

• The Three Private Network Security Framework used to form the security strategy
is based on the CAF.

The fourteen principles of the CAF contain in total, 180 objectives. These have all been
assessed for relevance and 168 have been identified as in scope.
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Gap analysis

A gap analysis was carried out against the requirements of the CAF.

Principle No. of objectives No. in scope

1. Governance 11 9

2. Risk Management 15 14

3. Asset Management 5 5

4. Supply Chain 6 6

5. Service Protection Policies and Processes 10 10

Principle No. of
objectives

No. in scope

6. Identity and Access Control 19 19

7. Data Security 19 17

8. System Security 18 18

9. Resilient Networks and Systems 9 8

10. Staff Awareness and Training 10 4

11. Security Monitoring 31 31

12. Proactive Security Event Discovery 6 6

13. Response and Recovery Planning 13 13

14. Lessons Learned 8 8

All fourteen principles were identified as within scope.

Information on the NCSC Cyber Assessment Framework (CAF) which further explain and
expand on the cyber security principles can be found here:
https://www.ncsc.gov.uk/collection/caf More information and the results of the analysis are
recorded in Appendix A.
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4.SECURITY IMPLEMENTATION

Governance

Principle implementation status:

Requirements:

• Identify who has overall responsibility for security; create a
forum for top-level discussions on security with a Terms of
Reference, agenda, and schedule

• Identify and record all security-related roles and responsibilities,
ensuring those that fulfil the roles have the capabilities to do so

• Publish key risk decisions to appropriate stakeholders, ensuring they
understand their responsibilities to make decisions.

A Security Working Group was created to review and address any security issues and
design changes. The SWG Terms of Reference are included in Appendix B. The SWG
meets virtually every two weeks, and all stakeholders are represented at a suitable level.

Security related roles and their responsibilities have been identified and assigned to
named individuals. These persons participate in the SWG.
Decision-making is a function of the SWG with input from relevant stakeholders and
recorded outcomes.

Locally, there is a PoF monthly security group which addresses incidents, policy updates
and risk reviews.

Risk management
Principle implementation status:

Requirements:

• Implement a robust and effective information security risk
management process • Identify and record an appropriate assurance
methodology.

The existing risk management process is project focused but does cover elements of
security, such as supplier risk. An ISO 27005 methodology has been proposed for
information security assessments; a risk management policy and procedure for this has
been provided.

A high-level risk assessment has been carried out as part of a policy and procedure
review to identify any areas where extant policies and related procedures are not in
evidence. The outcome has been embedded into this document. A risk register is in place
and is reviewed appropriately.
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Asset management
Principle implementation status:

Requirement:

• Implement an asset register and a process to keep it up to date.

An asset register for the trial has been created and all parties have contributed to the
content. The asset register can be used as input to any risk assessment.

The PoF maintains its own asset register for physical, software and information assets
but as most trail assets aren't owned by PoF they are not included in this, including
data assets for preventative maintenance which are managed by BlueMesh.

Supply chain

Principle implementation status:

Requirement:

• Implement a supply chain risk management process, to include data sharing
and incident management.

The existing risk assessment process covers supplier risk, and the issues are very well
understood. Each party has responsibility for the suppliers within their particular scope.

11

18



Service protection policies and processes
Principle implementation status:

Requirements:

• Document the security governance and risk management approach, technical security
practice and specific regulatory compliance

• Ensure policies and processes are integrated with others where needed, followed,
their correct application and security effectiveness is evaluated, they are
communicated, and breaches are handled appropriately.

The Three UK security policy framework has provided an overarching approach to
security. With the majority of the data processing and security systems the responsibility
of the PoF, their policies and procedures have been leveraged to provide a
documentation set and processes for security operations.

PoF policy areas that cover the trial to some extent include:

- Access management

- Physical security

- Data security

- OT network security.

Identity and access control
Principle implementation status:

Requirements:

• Implement access control, including privileged access

• Implement restricted device usage for privileged access, certificate-based device access,
independent assurance of third-party devices or networks, device identification scanning

• Implement specific access controls for privileged access, record activity for analysis •
Implement RBAC, least privilege, and logging and monitoring of activity.

As stated above, the PoF policies and procedures cover the requirements for access
management.

Prior to being provided with an identity credential, background checks are done for new
staff. While all PoF employees are subject to comprehensive controls, external parties,
such as BlueMesh, are required to conform to the PoF remote access and acceptable use
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policies. Each external user is provided with an account after their request has been
approved, which must then be enabled by the Service Desk when it’s required and
access to the trial equipment and data is via VPN

Normal users do not have privileged access and cannot install or modify
applications.

Data security
Principle implementation status:

Requirements:

• Identify and catalogue all relevant data, including its location, quality,
quantity, methods of transmission and users with access

• Understand and document all data transfers, protective measures and
alternative routes

• Understand and document all data storage and its protective measures

• Record and track all devices that contain data and implement procedures to
sanitise devices before disposal or reuse.

The 5G standalone non-public network used for the trial has all expected security
controls in place. The data was originally stored in the Google Cloud platform for
processing, but the design has changed, and data is now stored on site.

All external communications are encrypted to industry standard.

All storage media used in the trial is subject to the PoF data removal and disposal
process which will ensure data sanitization takes place.

The trial does not process personal data as defined in UK law, therefore, a Data
Protection Impact Assessment is not necessary.

System security
Principle implementation status:

Requirements:

20



• Design a secure network with appropriate segregation and simple data flow,
with content-based attack mitigation

• Use and maintain secure configurations, employ change control and patch
management, only use permitted software that standard users cannot
reconfigure

• Bastion hosts or similar are used for administration; network diagrams are
maintained; malware protection is implemented

• Only supported software is used, vulnerability scanning is implemented together
with a patching process.

Comprehensive solution designs have been created and compliance with these is
closely monitored. Systems are built to agreed templates with the latest patches
installed before being used in production. As part of the vulnerability management
process all production systems are patched weekly, with any exceptions managed to
ensure they are brought up to date within a month. The installation status is monitored,
and alerts are investigated manually.

Resilient networks and systems
Principle implementation status:

Requirements:

• Testing of BC/DR plans takes place, and security awareness and threat intelligence
sources are used to make temporary changes where needed

• Networks and systems are designed to ensure resilience with the service not
accessible from the Internet

• Automatic backups are taken, tested, secured, documented, reviewed and made
accessible should an event occur. Key roles are duplicated, and knowledge is shared.

Backups of systems used in the trial and taken regularly, integrity checked and
securely stored.

Given the temporary nature of the trial, the stakeholders had agreed there was not a
requirement for a full business continuity capability.
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Staff awareness and training
Principle implementation status:

Requirement:

• Security is seen as important to all those involved in the project with open
communication and management commitment.

All PoF staff complete security awareness training as part of their induction, covering
physical and logical security. Online training is provided on a regular basis thereafter.

Security monitoring
Principle implementation status:

Requirements:

• Monitoring data must have enough detail to reliably detect security incidents, this should
include user activity, systems and networks; new systems must be in scope

• The integrity and confidentiality of logs is maintained, with access controls and only
copies used for analysis

• Logs are reviewed continuously in real time, alerts can be tracked to network assets, alerts
are tested, additional data and knowledge is used to enrich log information

• Relevant threat intelligence feeds are used and new signatures and IoCs are received and
applied

• Suitably experienced monitoring staff are in place to analyse, investigate, prioritise and report
alerts covering both security and performance; tools make use of all available data.

Monitoring of the trial infrastructure is the responsibility of the PoF and they have deployed
Darktrace as the monitoring solution (https://www.darktrace.com/en/). The application is
monitored by IT Operations with alerts sent via SMS.

Logs from PoF systems are collected, collated and stored securely.
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Proactive security event discovery
Principle implementation status:

Requirements:

• System behaviour understood, and is used to detect and identify malicious
activity • System abnormalities are searched for and generate alerts.

The system and network monitoring in place detects events and alerts the relevant PoF staff.
The PoF also employs its own police department in order to conform to the International
Ship and Port Facility Security (ISPS) Code; they monitor the port for physical security
events and the port is protected by a range of rigorous security controls.

Response and recovery planning
Principle implementation status:

Requirements:

• A comprehensive incident response plan is in place, documented, integrated with
other areas of the service, communicated and understood

• Response activities are understood and resourced, have backup mechanisms in
place, with team members having the skills and knowledge needed, and
specialist support is available

• Suitable exercise scenarios are documented, run, regularly reviewed, and validated.

The PoF incident response plan contains extensive and detailed playbooks, incident drills
are carried out and these are supported by crisis simulations exercises.
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Lessons learned
Principle implementation status:

Requirements:

• A comprehensive root cause analysis is conducted following an incident

• An incident review process/policy is in place to ensure lessons learned from each
incident are identified, captured, prioritised and acted upon, with the results used
to inform risk management information.

All incidents affecting the PoF are investigated, and a root cause analysis completed. Any
lessons to be learned are incorporated into a process of continual improvement.

5. FUTURE ACTIONS

The trial, at least in its current state, is not expected to continue. However, in the future a
further trial leading to operationalisation of the infrastructure and processes could be put
into place. If that were the case, there are a number of recommended actions necessary to
ensure security:

• A full risk assessment of the trial should be completed and consider typical threat
actors for CNI

• Penetration testing of the infrastructure should take place to identify
vulnerabilities

• Security processes for the trial should become part of the PoF managed policy
document set.

6. CONCLUSION

The 14 principles of the Cyber Assessment Framework provide a holistic approach to
cyber security management and controls, by working towards the attainment of
compliance with the requirements all stakeholders have demonstrated commitment to and
acceptance of security as an integral part of the project.

The opinion of the report author is that, providing the future actions listed above are carried
forward and there is no lessening of the security controls or their management detailed
within this report, there should be no reason the security scope should prevent the trial
from moving to an operational status.
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APPENDIX A. POF 5G TRIAL – GAP ANALYSIS

Executive Summary

This report is the results of a gap analysis of the Port of Felixstowe 5G Trial Project
following on from the review of the security strategy, against the objectives of the NIS
Directive for Operators of Essential Services (OES). OES will be required to meet a set of
fourteen NIS cyber security principles written in terms of outcomes i.e., specification of what
needs to be achieved rather than exactly what needs to be done, which have been derived
from the NCSC Cyber Assessment Framework (CAF) and includes all the good practice
controls.

The fourteen principles of the CAF contain in total, 180 objectives. These have all been
assessed for relevance and 168 have been identified as in scope.

For all those in scope, an assessment has been made of their priority,
dependencies, what is in place now and what needs to be done.

The remainder of the report is in three sections:

The fourteen NIS Cyber Security principles with the objectives under each and showing which
are in scope

A summarised version of the objectives with a priority, status references to any dependencies
or related principles, a description of the current measures in place to meet the objectives
requirements and suggested initial actions • A summary of the current status.

The Fourteen NIS Cyber Security Principles

The fourteen principles are:

Principle No. of
objectives

No. in scope

15. Governance 11 9

16. Risk Management 15 14

17. Asset Management 5 5

18. Supply Chain 6 6

19. Service Protection Policies and Processes 10 10

20. Identity and Access Control 19 19

21. Data Security 19 17
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22. System Security 18 18

23. Resilient Networks and Systems 9 8

24. Staff Awareness and Training 10 4

25. Security Monitoring 31 31

26. Proactive Security Event Discovery 6 6

27. Response and Recovery Planning 13 13

28. Lessons Learned 8 8

All fourteen principles were identified as within scope.

Information on the NCSC Cyber Assessment Framework (CAF) which further explain and
expand on the cyber security principles can be found here:
https://www.ncsc.gov.uk/collection/caf
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Objectives in and out of scope The table below lists all the objectives together
with their applicability., Where an objective is deemed not applicable the reason is given.

Note the reference numbering does not match that used within the CAF as this
method will be more easily followed going forward.

Ref
.

Control Requirements Applicable

A Governance

Principle: The organisation has appropriate management policies and
processes in place to govern its approach to the security of network and
information systems.

A1 Board direction:

You have effective
organisational security
management led at board
level and articulated clearly
in corresponding policies.

The approach to security is
owned and managed at the
top level

Yes

A2 Regular top-level discussions
on security take place, based
on timely and accurate
information and
informed by expert guidance

Yes

A3 There is a top-level individual
who has overall accountability
for security and drives regular
discussion at the most senior
level

Yes

A4 Direction set at the top
level is translated into
effective
organisational practices that
direct and control security

Yes

A5 Roles and responsibilities:

Your organisation has
established roles and
responsibilities for the
security of networks and
information systems at all
levels,

Necessary roles and
responsibilities for the security
of networks and information
systems supporting your
essential service have been
identified. These are reviewed
periodically to ensure they
remain fit for purpose.

Yes
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Ref
.

Control Requirements Applicable

A6 with clear and
well-understood channels
for communicating and
escalating risks.

Appropriately capable and
knowledgeable staff fill those
roles and are given the time,
authority, and resources to
carry out their duties.

Yes

A7 There is clarity on who in
your organisation has
overall
accountability for the security
of the networks and
information systems
supporting your essential
service.

Yes

A8 Decision-making:

You have senior-level
accountability for the security
of networks and information
systems, and delegate
decision-making authority
appropriately and
effectively. Risks to network
and information systems
related to the delivery of
essential services are
considered in the context of
other organisational risks.

Senior management have
visibility of key risk decisions
made throughout the
organisation.

Yes

A9 Risk management
decision-makers understand
their responsibilities for making
effective and timely decisions
in the context of the risk
appetite regarding the essential
service, as set by senior
management.

Yes

A10 Risk management
decision-making is delegated
and escalated where
necessary, across the
organisation, to people who
have the skills, knowledge,
tools, and authority they need.

No; within
the scope
of the trial
there will
not be
others to
delegate
or
escalate
to.

A11 Risk management decisions
are periodically reviewed to
ensure their continued
relevance and validity
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B Risk Management

Principle: The organisation takes appropriate steps to identify, assess and
understand security risks to the network and information systems
supporting the delivery of essential services. This includes an overall
organisational approach to risk management.

B1 Risk Management Process:

Your organisation has
effective internal
processes for managing

Your organisational process
ensures that security risks to
networks and information
systems relevant to essential
services are identified,
analysed, prioritised, and
managed.

Yes

Ref
.

Control Requirements Applicable

B2 risks to the security of
network and information
systems related to the
delivery of essential services
and communicating
associated
activities.

Your approach to risk is
focused on the possibility of
disruption to your essential
service, leading to a detailed
understanding of how such
disruption might arise as a
consequence of possible
attacker actions and the
security properties of your
networks and information
systems.

Yes

B3 Your risk assessments are
informed by an understanding
of the
vulnerabilities in the networks
and information systems
supporting your essential
service.

Yes

B4 Your risk assessments are
based on a clearly understood
set of threat assumptions,
informed by an up-to date
understanding of security
threats to your essential
service and your sector.

Yes
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B5 The output from your risk
management process is a
clear set of security
requirements that will
address the risks in line with
your organisational approach
to security.

Yes

B6 Significant conclusions
reached in the course of your
risk management process are
communicated to key security
decision-makers and
accountable individuals.

Yes

B7 You conduct risk assessments
when significant events
potentially affect the essential
service, such as replacing a
system or a change in the
cyber security threat.

Yes
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Ref
.

Control Requirements Applicable

B8 Your risk assessments are
dynamic and updated in the
light of relevant changes which
may include technical changes
to networks and information
systems, change of use and
new threat information.

Yes

B9 The effectiveness of your risk
management process is
reviewed periodically, and
improvements made as
required.

Yes

B10 You perform detailed threat
analysis and understand how
this applies to your
organisation in the context of
the threat to your sector and

Yes
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the wider CNI.

B11 Assurance:

You have gained confidence
in the effectiveness of the
security of your technology,
people, and processes
relevant to essential services.

You validate that the security
measures in place to protect
the networks and information
systems are effective and
remain effective for the lifetime
over which they are needed.

Yes

B12 You understand the assurance
methods available to you and
choose appropriate methods to
gain
confidence in the security of
essential services.

Yes

B13 Your confidence in the security
as it relates to your
technology, people, and
processes can be justified to,
and verified by, a third party.

No; there is
no
requirement
for third
party
assurance

B14 Security deficiencies
uncovered by assurance
activities are assessed,
prioritised and remedied,
when necessary, in a timely
and effective way.

Yes

Ref
.

Control Requirements Applicable

B15 The methods used for
assurance are reviewed to
ensure they are working as
intended and remain the most
appropriate method to use.

Yes

C Asset Management

Principle: Everything required to deliver, maintain or support networks and
information systems for essential services is determined and understood.
This includes data, people and systems, as well as any supporting
infrastructure (such as power or cooling).
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C1 Asset management All assets relevant to the
secure operation of essential
services are identified and
inventoried (at a suitable
level of detail). The
inventory is kept up to date.

Yes

C2 Dependencies on supporting
infrastructure (e.g., power,
cooling etc.) are recognised
and recorded.

Yes

C3 You have prioritised your
assets according to their
importance to the delivery of
the essential service.

Yes

C4 You have assigned
responsibility for managing
physical assets.

Yes

C5 Assets relevant to essential
services are managed with
cyber security in mind
throughout their life cycle, from
creation through to eventual
decommissioning or disposal.

Yes

D Supply Chain

Principle: The organisation understands and manages security risks to
networks and information systems supporting the delivery of essential
services that arise as a result of dependencies on external suppliers. This
includes ensuring that appropriate measures are employed where third
party services are used. Regardless of your outsourcing model the OES
remains responsible for the security of the service and therefore all the
requirements that come from the NIS Directive.
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Ref
.

Control Requirements Applicable

D1 Supply chain You have a deep
understanding of your supply
chain, including sub
contractors and the wider risks
it faces. You consider factors
such as supplier’s
partnerships, competitors,
nationality and other
organisations with which they
sub-contract. This informs
your risk assessment and
procurement processes.

Yes

D2 Your approach to supply chain
risk management considers
the risks to your essential
services arising from supply
chain subversion by capable
and well-resourced attackers.

Yes

D3 You have confidence that
information shared with
suppliers that is essential to the
operation of your service is
appropriately protected from
sophisticated attacks.

Yes

D4 You can clearly express the
security needs you place on
suppliers in ways that are
mutually understood and are
laid in contracts. There is a
clear and documented
shared-responsibility model.

Yes

D5 All network connections and
data sharing with third parties
is managed effectively and
proportionately.

Yes

D6 When appropriate, your
incident management process
and that of your suppliers
provide mutual support in the

Yes
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resolution of incidents.

E Service Protection Policies and Processes

Principle: The organisation defines, implements, communicates and
enforces appropriate policies and processes that direct its overall
approach to securing systems and data that support delivery of
essential services.

Ref
.

Control Requirements Applicable

E1 Policy and process
development:

You have developed and
continue to improve a set of
service
protection policies and
processes that manage and
mitigate the risk of cyber
security-related disruption to
the essential service.

You fully document your
overarching security
governance and risk
management approach,
technical security practice
and specific
regulatory compliance. Cyber
security is integrated and
embedded throughout these
policies and processes and
key performance indicators
are reported to your executive
management.

Yes

E2 Your organisation’s service
protection policies and
processes are developed to be
practical, usable and
appropriate for your essential
service and your technologies.

Yes

E3 Essential service protection
policies and processes that
rely on user behaviour are
practical, appropriate and
achievable.

Yes

E4 You review and update service
protection policies and
processes at suitably regular
intervals to ensure they
remain relevant. This is in
addition to reviews following a

Yes
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major cyber security incident.

E5 Any changes to the essential
service or the threat it faces
triggers a review of service
protection polices.

Yes

E6 Your systems are designed so
that they remain secure even
when user security policies
and processes are not always
followed.

Yes

E7 Policy and process
implementation:

All your service protection
policies and processes are
followed, their correct
application and security
effectiveness is evaluated.

Yes

Ref
.

Control Requirements Applicable

E8 You have successfully
implemented your security
policies and processes and
can
demonstrate the security
benefits achieved.

Your service protection
policies and processes are
integrated with other
organisational policies and
processes, including HR
assessments of individuals'
trustworthiness.

Yes

E9 Your service protection
policies and processes are
effectively and
appropriately communicated
across all levels of the
organisation resulting in good
staff awareness of their
responsibilities.

Yes

E10 Appropriate action is taken to
address all breaches of service
protection policies and
processes with potential to
disrupt the essential service
including aggregated

Yes
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breaches.

F Identity and Access Control

Principle: The organisation understands, documents and manages access
to systems and functions supporting the delivery of essential services.
Users (or automated functions) that can access data or services are
appropriately verified, authenticated and authorised.

F1 Identity verification,
authentication and
authorisation:

You robustly verify,
authenticate and authorise
access to the
networks and information
systems supporting your
essential service.

Only authorised and
individually authenticated
users can physically access
and logically connect to your
networks or information
systems on which your
essential service
depends.

Yes

F2 User access to all your
networks and information
systems supporting the
essential service is limited to
the minimum necessary.

Yes

F3 You use additional
authentication mechanisms,
such as two-factor or
hardware-backed certificates,
for privileged access to all
systems that operate or
support your essential
service.

Yes

Ref
.

Control Requirements Applicable

F4 You use additional
authentication mechanisms,
such as two-factor or
hardware-backed certificates,
when you individually
authenticate and authorise all
remote user access to all
your networks and information
systems that support your

Yes
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essential service.

F5 The list of users with access to
networks and systems
supporting and delivering the
essential service is reviewed
on a regular basis, at least
every six months.

Yes

F6 Device management:

You fully know and have trust
in the devices that are used
to access your networks,
information systems and data
that support your
essential service.

Dedicated devices are
used for privileged
actions (such as
administration or accessing the
essential service's network and
information systems). These
devices are not used for
directly browsing the web or
accessing email.

Yes

F7 You either obtain independent
and professional assurance of
the security of third-party
devices or networks before
they connect to your systems,
or you only allow third-party
devices or networks dedicated
to supporting your systems to
connect.

Yes

F8 You perform certificate-based
device identity management
and only allow known devices
to access essential services.

Yes

F9 You perform regular scans to
detect unknown devices and
investigate any findings.

Yes

F10 Privileged user management:

You closely manage
privileged user access to
networks and

Privileged user access to your
essential service systems is
carried out from dedicated
separate
accounts that are closely
monitored and managed.

Yes
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Ref
.

Control Requirements Applicable

F11 information systems
supporting the essential
service.

The issuing of temporary,
time-bound rights for privileged
user access and external
third-party support access is
either in place or you are
migrating to
an access control solution
that supports this
functionality.

Yes

F12 Privileged user access
rights are regularly
reviewed and always
updated as part of your
joiners, movers and
leavers process.

Yes

F13 All privileged user access to
your networks and information
systems requires strong
authentication, such as
two-factor, hardware
authentication, or additional
real-time security monitoring.

Yes

F14 All Privileged user activity is
routinely reviewed, validated
and recorded for offline
analysis and investigation.

Yes

F15 Identity and Access
Management (IdAM):

You assure good
management and
maintenance of identity and
access control for your
networks and information
systems supporting the
essential service.

Your procedure to verify each
user and issue the minimum
required access rights is
robust and regularly audited.

Yes

F16 User permissions are reviewed
both when people change
roles via your joiners, leavers
and movers process and at
regular intervals - at least
annually.

Yes

F17 All user access is logged and
monitored.

Yes
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F18 You regularly review access
logs and correlate this data
with other access records and
expected activity.

Yes

F19 Attempts by unauthorised
users to connect to your
systems are alerted, promptly
assessed and investigated.

Yes

Ref
.

Control Requirements Applicable

G Data Security

Principle: Data stored or transmitted electronically is protected from
actions such as unauthorised access, modification, or deletion that may
cause disruption to essential services. Such protection extends to how
authorised users, devices and systems access critical data necessary for
the delivery of essential services. It also covers information that would
assist an attacker, such as design details of networks and information
systems.

G
1

Understanding data:

You have a good
understanding of data
important to the delivery of the
essential service, where it is
stored, where it travels and
how unavailability or
unauthorised access,
modification or deletion would
impact the service. This also
applies to third parties storing
or accessing data important
to the delivery of essential
services.

You have identified and
catalogued all the data
important to the delivery of the
essential service, or that would
assist an attacker.

Yes

G
2

You have identified and
catalogued who has access to
the data important to the
delivery of the essential
service.

Yes

G
3

You maintain a current
understanding of the location,
quantity and quality of data
important to the delivery of the
essential service.

Yes

G
4

You take steps to remove or
minimise unnecessary
copies or unneeded

Yes
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historic data.

G
5

You have identified all mobile
devices and media that may
hold data important to the
delivery of the essential
service.

Yes

G
6

You maintain a current
understanding of the data links
used to transmit data that is
important to your essential
service.

Yes

G
7

You understand the context,
limitations and dependencies of
your important data.

Yes

Ref
.

Control Requirements Applicable

G
8

You understand and
document the impact on your
essential service of all
relevant scenarios, including
unauthorised data access,
modification or deletion, or
when authorised users are
unable to appropriately
access this data.

Yes

G
9

You validate these
documented impact
statements regularly, at least
annually.

Yes

G1
0

Data in transit:

You have protected the transit
of data important to the
delivery of the essential
service. This includes the
transfer of data to third
parties.

You have identified and
protected (effectively and
proportionately) all the data
links that carry data
important to the delivery of
your essential service.

Yes
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G11 You apply appropriate physical
or technical means to protect
data that travels over
non-trusted or openly
accessible carriers, with
justified confidence in the
robustness of the protection
applied.

Yes

G1
2

Suitable alternative
transmission paths are
available where there is a
significant risk of impact on
the delivery of the essential
service due to resource
limitation (e.g.,
transmission equipment or
service failure, or important
data being blocked or
jammed).

Yes

G1
3

Stored data:

You have protected stored
data important to the
delivery of the essential
service.

You have only necessary
copies of this data. Where
data is transferred to less
secure systems, the data is
provided with limited detail
and/or as a read-only copy.

Yes

G1
4

You have applied suitable
physical or technical means to
protect this important stored
data from
unauthorised access,
modification or deletion.

Yes

Ref
.

Control Requirements Applicable

G1
5

If cryptographic protections are
used you apply suitable
technical and procedural
means, and you have justified
confidence in the robustness of
the protection applied.

Yes
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G1
6

You have suitable, secured
backups of data to allow the
essential service to continue
should the original data not be
available. This may include
off-line or segregated backups,
or appropriate alternative forms
such as paper copies.

Yes

G1
7

Necessary historic or archive
data is suitably secured in
storage.

Yes

G1
8

Mobile Data:

You have protected data
important to the delivery of
the essential service on
mobile devices.

You catalogue and track all
devices that contain data
important to the delivery of the
essential service (whether a
specific storage device or one
with integral storage).

No; it is
understood
mobile
devices will
not be used

G1
9

All data important to the delivery
of the essential service is
sanitised from all devices,
equipment or removable media
before disposal.

No; it is
understood
mobile
devices will
not be used

H System Security

Principle: Network and information systems and technology critical for the
delivery of essential services are protected from cyber-attack. An
organisational understanding of risk to essential services informs the use
of robust and reliable protective security measures to effectively limit
opportunities for attackers to compromise networks and systems.

H1 Secure by design: You employ appropriate
expertise to design network
and information systems.

Yes
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Ref
.

Control Requirements Applicable

H2 You design security into the
network and information
systems that supports the
delivery of
essential services. You
minimise their attack surface
and ensure that the delivery
of the essential service
should not be impacted by the
exploitation of any single
vulnerability.

Your networks and
information systems are
segregated into
appropriate security zones,
e.g., operational systems for
the essential service are
segregated in a highly trusted,
more secure zone.

Yes

H3 The networks and information
systems supporting your
essential service are designed
to have simple data flows
between components to
support effective security
monitoring.

Yes

H4 The networks and
information systems
supporting your essential
service are designed to be
easy to recover.

Yes

H5 Content-based attacks are
mitigated for all inputs to
operational systems that effect
the essential service (e.g., via
transformation and inspection).

Yes

H6 Secure configuration:

You securely configure the
network and information
systems that support the
delivery of essential services.

You have identified,
documented and actively
manage (e.g., maintain security
configurations, patching,
updating according to good
practice) the assets that need
to be carefully configured to
maintain the security of the
essential service.

Yes

H7 All platforms conform to your
secure, defined baseline build,
or the latest known good
configuration version for that
environment.

Yes
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H8 You closely and effectively
manage changes in your
environment, ensuring that
network and system
configurations are secure and
documented.

Yes

Ref
.

Control Requirements Applicable

H9 You regularly review and
validate that your network and
information systems have the
expected, secured settings
and configuration.

Yes

H10 Only permitted software can
be installed and standard
users cannot change settings
that would impact security or
business operation.

Yes

H11 If automated decision-making
technologies are in use, their
operation is well
understood, and decisions
can be replicated.

Yes

H12 Secure management:

You manage your
organisation's network and
information systems that
support the delivery of
essential services to
enable and maintain
security.

Your systems and devices
supporting the delivery of the
essential service are only
administered or maintained
by authorised privileged
users from dedicated
devices that are
technically segregated and
secured to the same level as
the networks and systems
being maintained.

Yes

H13 You regularly review and
update technical knowledge
about networks and
information systems, such as
documentation and network
diagrams, and ensure

Yes
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they are securely stored.

H14 You prevent, detect and
remove malware or
unauthorised software. You
use technical, procedural and
physical measures as
necessary.

Yes

H15 Vulnerability management: You maintain a current
understanding of the
exposure of your essential
service to publicly known
vulnerabilities.

Yes

Ref
.

Control Requirements Applicable

H16 You manage known
vulnerabilities in your
network and information
systems to prevent disruption
of the essential service.

Announced vulnerabilities
for all software packages,
network
equipment and operating
systems used to support your
essential service are tracked,
prioritised and mitigated (e.g.,
by patching) promptly

Yes

H17 You regularly test to fully
understand the vulnerabilities
of the networks and
information systems that
support your essential service
and verify this understanding
with third-party testing.

Yes

H18 You maximise the use of
supported software, firmware
and hardware in your
networks and information
systems supporting your
essential service.

Yes

I Resilient Networks and Systems

Principle: The organisation builds resilience against cyber-attack and
system failure into the design, implementation, operation and management
of systems that support the delivery of essential services.
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I1 Resilience preparation:

You are prepared to restore
your essential service
following
disruption.

You have business
continuity and disaster
recovery plans that have
been tested for practicality,
effectiveness and
completeness. Appropriate
use is made of different test
methods, e.g., manual
fail-over, table-top exercises,
or red-teaming.

Yes

I2 You use your security
awareness and threat
intelligence sources, to
make immediate and
potentially temporary
security changes in
response to new threats,
e.g., a widespread outbreak
of very
damaging malware

Yes

Ref
.

Control Requirements Applicable

I3 Design for resilience:

You design the network
and information systems
supporting your essential
service to be
resilient to cyber security
incidents. Systems are
appropriately
segregated, and resource
limitations are mitigated.

Your essential service’s
operational systems are
segregated from other
business and external
systems by appropriate
technical and physical
means, e.g., separate network
and system infrastructure with
independent user
administration. Internet
services are not accessible
from operational systems.

Yes

I4 You have identified and
mitigated all resource
limitations, e.g., bandwidth
limitations and single network
paths.

Yes
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I5 You have identified and
mitigated any geographical
constraints or weaknesses.
(e.g., systems that your
essential service depends upon
are replicated in another
location,
important network
connectivity has alternative
physical paths and service
providers.)

No; given
the
physical
constraints
this is not
relevant;
however,
the
objective
below will
be used
to
assess any
changes

I6 You review and update
assessments of dependencies,
resource and geographical
limitations and
mitigation's when necessary.

Yes

I7 Backups:

You hold accessible and
secured current backups of
data and information
needed to recover.

Your comprehensive,
automatic and tested technical
and procedural backups are
secured at centrally
accessible or secondary sites
to recover from an extreme
event.

Yes

I8 Key roles are duplicated, and
operational delivery knowledge
is shared with all individuals
involved in the operations and
recovery of the essential
service.

Yes

Ref
.

Control Requirements Applicable

I9 Backups of all important data
and information needed to
recover the essential service
are made, tested,
documented and routinely
reviewed.

Yes
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J Staff Awareness and Training

Principle: Staff have appropriate awareness, knowledge and skills to carry
out their organisational roles effectively in relation to the security of
network and information systems supporting the delivery of essential
services.

J1 Cyber security culture:

You develop and pursue a
positive cyber security
culture.

Your executive management
clearly and effectively
communicates the
organisation's cyber security
priorities and objectives to all
staff. Your organisation
displays positive cyber
security attitudes, behaviors
and expectations.

No; within
the scope
there is no
wider
organisatio
n

J2 People in your organisation
raising potential cyber security
incidents and issues are
treated positively.

Yes

J3 Individuals at all levels in
your organisation
routinely report
concerns or issues about
cyber security and are
recognised for their
contribution to keeping the
organisation secure.

No; within
the scope
there is no
wider
organisatio
n

J4 Your management is seen to
be committed to and actively
involved in cyber security.

Yes

J5 Your organisation
communicates openly about
cyber security, with any
concern being taken seriously.

Yes

J6 People across your
organisation participate in
cyber security activities and
improvements, building joint
ownership and bringing
knowledge of their area of
expertise.

Yes
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Ref
.

Control Requirements Applicable

J7 Cyber security training:

The people who operate and
support your essential service
are appropriately trained in
cyber security. A range of
approaches to cyber security
training, awareness and
communications are
employed.

All people in your organisation,
from the most senior to the
most junior, follow appropriate
cyber security training paths.

No; this
would be
the
responsib
ility of
individual

organisation
s

J8 Each individuals’ cyber
security training is tracked
and refreshed at suitable
intervals.

No; this
would be
the
responsib
ility of
individual
organisatio
ns

J9 You routinely evaluate your
cyber security training and
awareness activities to
ensure they reach the
widest audience and are
effective.

No; this
would be
the
responsib
ility of
individual
organisatio
ns

J10 You make cyber security
information and good practice
guidance easily accessible,
widely available and you know
it is referenced and used within
your organisation.

No; this
would be
the
responsib
ility of
individual
organisatio
ns

K Security Monitoring

Principle: The organisation monitors the security status of the networks
and systems supporting the delivery of essential services in order to
detect potential security problems and to track the ongoing effectiveness
of protective security measures.
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K1 Monitoring coverage:

The data sources that you
include in your monitoring
allow for timely identification
of security events which
might affect the delivery of
your essential service.

Monitoring is based on an
understanding of your
networks, common cyber
attack methods and what you
need awareness of in order to
detect potential security
incidents that could affect your
essential service. (e.g.,
presence of malware,
malicious emails, user policy
violations).

Yes

K2 Your monitoring data
provides enough detail to
reliably detect security
incidents that could affect
your essential service.

Yes

Ref
.

Control Requirements Applicable

K3 You easily detect the presence
or absence of Indicators of
Compromise (IoCs) on your
essential services, such as
know malicious command and
control signatures.

Yes

K4 You have timely access to the
data you need to use with
IoCs.

Yes

K5 Extensive monitoring of user
activity in relation to essential
services enables you to detect
policy
violations and an agreed list
of suspicious or undesirable
behaviour.

Yes

K6 You have extensive
monitoring coverage that
includes host-based
monitoring and network
gateways.

Yes
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K7 All new systems are
considered as potential
monitoring data sources to
maintain a comprehensive
monitoring capability.

Yes

K8 Securing Logs:

Logging data should be held
securely and read access to it
should be granted only to
accounts with business need.
No employee should ever
need to modify or delete
logging data within an agreed
retention period, after which
it should be deleted.

The integrity of logging
data is protected, or any
modification is detected
and attributed.

Yes

K9 The logging architecture has
mechanisms, processes and
procedures to ensure that
it can protect itself from
threats
comparative to those it is
trying to identify. This includes
protecting the service itself,
and the data within it.

Yes

K10 Log data analysis and
normalisation is only
performed on copies of the
data keeping the master copy
unaltered.

Yes

K11 Logging datasets are
synchronised, using an
accurate common time
source, so separate datasets
can be correlated in different
ways.

Yes

Ref
.

Control Requirements Applicable

K12 Access to logging data is
limited to those with
business need and no
others.

Yes

K13 All actions involving all logging
data (e.g., copying, deleting
or
modification, or even viewing)
can be traced back to a unique

Yes
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user.

K14 Legitimate reasons for
accessing logging data are
given in use
policies.

Yes

K15 Generating alerts:

Evidence of potential
security incidents
contained in your
monitoring data is reliably
identified and triggers alerts.

Logging data is enriched with
other network knowledge and
data when investigating
certain suspicious activity or
alerts.

Yes

K16 A wide range of signatures
and indicators of
compromise are used for
investigations of suspicious
activity and alerts

Yes

K17 Alerts can be easily resolved
to network assets using
knowledge of networks and
systems.

Yes

K18 Security alerts relating to all
essential services are
prioritised and this information
is used to support incident
management.

Yes

K19 Logs are reviewed almost
continuously, in real time.

Yes

K20 Alerts are tested to ensure that
they are generated reliably
and that it is possible to
distinguish genuine security
incidents from false alarms.

Yes

Ref
.

Control Requirements Applicable
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K21 Identifying security incidents:

You contextualise alerts with
knowledge of the threat and
your systems, to identify
those security incidents that
require some form of
response.

You have selected threat
intelligence feeds using
risk-based and threat informed
decisions based on your
business needs and sector
(e.g., vendor reporting and
patching, strong anti-virus
providers, sector and
community-based infoshare).

Yes

K22 You apply all new signatures
and IoCs within a reasonable
(risk-based) time of receiving
them.

Yes

K23 You receive signature updates
for all your protective
technologies (e.g., AV, IDS).

Yes

K24 You track the effectiveness of
your intelligence feeds and
actively share feedback on the
usefulness of IoCs and any
other indicators with the threat
community (e.g., sector
partners, threat intelligence
providers, government
agencies).

Yes

K25 Monitoring tools and skills:

Monitoring staff skills,
tools and roles, including
any that are
outsourced, should reflect
governance and reporting
requirements, expected
threats and the complexities
of the network or system data
they need to use. Monitoring
staff have knowledge of the
essential services they need
to protect.

You have monitoring staff,
who are responsible for the
analysis,
investigation and reporting of
monitoring alerts covering
both security and
performance.

Yes

K26 Monitoring staff have defined
roles and skills that cover all
parts of the monitoring and
investigation process.

Yes

K27 Monitoring staff follow
process and procedures that
address all
governance reporting
requirements, internal and

Yes
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external.

K28 Monitoring staff are
empowered to look beyond the
fixed process to investigate
and understand non standard
threats, by developing their
own investigative techniques
and making new use of data.

Yes

Ref
.

Control Requirements Applicable

K29 Your monitoring tools make use
of all logging data collected to
pinpoint activity within an
incident.

Yes

K30 Monitoring staff and tools
drive and shape new log data
collection and can make wide
use of it.

Yes

K31 Monitoring staff are aware of
essential services and related
assets and can identify and
prioritise alerts or
investigations that relate to
them.

Yes

L Proactive Security Event Discovery

Principle: The organisation detects, within networks and information
systems, malicious activity affecting, or with the potential to affect, the
delivery of essential services, even when the activity evades standard
signature-based security prevent/detect solutions, or when it is not
possible to use signature-based detection, for some reason.

L1 System abnormalities for
attack detection:

You define examples of
abnormalities in system
behaviour that provide
practical ways of detecting
malicious activity that is

Normal system behavior is fully
understood to such an extent
that searching for system
abnormalities is a potentially
effective way of
detecting malicious activity.
(e.g., You fully understand
which systems should and
should not communicate and

Yes
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otherwise hard to identify. when.)

L2 System abnormality
descriptions from past
attacks and threat
intelligence, on yours and
other networks, are used
to signify
malicious activity.

Yes

L3 The system abnormalities you
search for consider the nature
of attacks likely to impact on the
networks and information
systems supporting the delivery
of essential services.

Yes

Ref
.

Control Requirements Applicable

L4 The system abnormality
descriptions you use are
updated to reflect changes in
your networks and information
systems and current threat
intelligence.

Yes

L5 Proactive attack discovery:

You use an informed
understanding of more
sophisticated attack
methods and of normal
system behavior to monitor
proactively for malicious
activity.

You routinely search for
system abnormalities
indicative of malicious activity
on the networks and
information systems supporting
your essential service,
generating alerts based on the
results of such
searches.

Yes

L6 You have justified confidence
in the effectiveness of your
searches for system
abnormalities indicative of
malicious activity.

Yes
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M Response and Recovery Planning

Principle: There are well-defined and tested incident management
processes in place, that aim to ensure continuity of essential services in
the event of system or service failure. Mitigation activities designed to
contain or limit the impact of compromise are also in place.

M
1

Response Plan:

You have an up-to-date
incident response plan that is
grounded in a thorough risk
assessment that takes
account of your essential
service and covers a range of
incident scenarios.

Your incident response plan is
based on a clear
understanding of the security
risks to the networks and
information systems supporting
your essential service.

Yes

M
2

Your incident response plan is
comprehensive (i.e., covers the
complete lifecycle of an
incident, roles and
responsibilities, and reporting)
and covers likely impacts of
both known attack patterns and
of possible attacks, previously
unseen.

Yes

M
3

Your incident response plan
is documented and
integrated with wider
organisational business and
supply chain response plans.

Yes

Ref
.

Control Requirements Applicable

M
4

Your incident response plan is
communicated and understood
by the business areas
involved with the supply or
maintenance of your essential
services.

Yes

M
5

Response and recovery
capability:

You have the capability to
enact your incident
response plan, including

You understand the resources
that will likely be needed to
carry out any required
response activities, and
arrangements are in place to
make these resources
available.

Yes
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effective limitation of
impact on your essential
service. During an incident,
you have access to timely
information on which to
base your response
decisions.

M
6

You understand the types of
information that will likely be
needed to inform response
decisions and arrangements
are in place to make this
information available.

Yes

M
7

Your response team members
have the skills and knowledge
required to decide on the
response actions necessary
to limit harm, and the
authority to carry them out.

Yes

M
8

Back-up mechanisms are
available that can be readily
activated to allow continued
delivery of your essential
service (although possibly at a
reduced level) if primary
networks and information
systems fail or are
unavailable.

Yes

M
9

Arrangements exist to augment
your organisation’s incident
response capabilities with
external support if necessary
(e.g., specialist cyber incident
responders).

Yes

M1
0

Testing and exercising:

Your organisation carries
out exercises to test
response plans,

Exercise scenarios are based
on incidents experienced by
your and other organisations
or are composed using
experience or threat
intelligence.

Yes
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Ref
.

Control Requirements Applicable

M1
1

using past incidents that
affected your (and other)
organisation, and scenarios

Exercise scenarios are
documented, regularly
reviewed, and validated.

Yes
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that draw on threat
intelligence and your risk
assessment.

M1
2

Exercises are routinely run,
with the findings documented
and used to refine incident
response plans and protective
security, in line with the
lessons learned.

Yes

M1
3

Exercises test all parts of your
response cycle relating to
particular services or
scenarios (e.g.,
restoration of normal service
levels).

Yes

N Lessons Learned

Principle: When an incident occurs, steps are taken to understand its root
causes and to ensure appropriate remediating action is taken to protect
against future incidents.

N1 Incident root cause analysis:

Your organisation
identifies the root causes
of incidents you
experience, wherever
possible.

Root cause analysis is
conducted routinely as a key
part of your lessons learned
activities following an
incident.

Yes

N2 Your root cause analysis is
comprehensive, covering
organisational process
issues, as well as
vulnerabilities in your
networks, systems or software.

Yes

N3 All relevant incident data is
made available to the
analysis team to perform
root cause analysis.

Yes

N4 Using incidents to drive
improvements:

Your organisation uses
lessons learned from
incidents to improve your
security measures.

You have a documented
incident review process/policy
which ensures that lessons
learned from each incident are
identified, captured, and acted
upon.

Yes
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N5 Lessons learned cover issues
with reporting, roles,
governance, skills and
organisational processes as
well as technical aspects of
networks and information
systems.

Yes
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Ref
.

Control Requirements Applicable

N6 You use lessons learned to
improve security measures,
including
updating and retesting
response plans when
necessary.

Yes

N7 Security improvements
identified as a result of
lessons learned are
prioritised, with the highest
priority improvements
completed quickly.

Yes

N8 Analysis is fed to senior
management and
incorporated into risk
management and continuous
improvement.

Yes
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Gap ANALYSIS OUTPUT

The 168 objectives in scope have been summarised to a more manageable list of 37. Each
has a priority and status assigned, a reference to any dependencies or related principles, a
description of the current measures in place to meet the objective requirements and initial
actions to take forward.

You will note some of the low priority objectives do not have an initial action against them,
this is because changes in the controls and processes implemented for the higher priority
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objectives will have a bearing upon what will be needed and until they are agreed it is not
possible to define what the action should be.

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

A. Governance

Top level
direction

High In
progre
ss

Identify who has
overall
responsibility for
security; create a
forum for
top-level
discussions on
security with a
Terms of
Reference,
agenda, and
schedule

Richard
Noyau as the
senior
stakeholder is
the person
most likely to
have overall
responsibility.
Can we
confirm this,
or should it
be the DCMS
technical
lead?

No forum in
place,
suggest we
use existing
regular PMO
and/or
technical
design
meetings

Agree and
document
the
outcome of
the
decision

Richard N in
charge

Look at
what’s
required
and see if
it can be
part of an
existing
meeting

ToR and
agenda –
need to be
done

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)
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Roles and
responsibili
ties

Medi
um

Not
started

Identify and
record all
security-related
roles and
responsibilities,
ensuring those
that fulfil the roles
have the
capabilities to do
so

Discuss,
agree
and
document
the
stakeholders
who hold
relevant
roles and
their
responsibiliti
es

Dan @
PoF –
small
number,
expand on
security
strategy
-RN

Decision-m
aking

High In
progre
ss

Publish key risk
decisions to
appropriate
stakeholders,
ensuring they
understand their
responsibilities
to make
decisions

Risk
managemen
t

Publish to
forum
proposed
above

Implement
a process
for regular
security
discussion
s, which
could be
part of an
existing
meeting

B. Risk Management

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)
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Risk
manage
ment
process

High Not
started

Implement a
robust and
effective
information
security risk
management
process

Develop,
document
and agree
the process
(see full
objectives
list for
detail) and
carry out a
risk
assessment

As above

Assurance High In
progre
ss

Identify and
record an
appropriate
assurance
methodology

Use of
NIS-D for
OES which
aligns with
the Three
Private
Network
Security
Framework

Agree and
formally
sign off the
use of the
NCSC CAF,
the UK
implementat
ion of NIS D
for OES

Agreed

C. Asset Management

Asset
managemen
t

High Unkno
wn

Implement an
asset register
and a process to
keep it up to date

Risk
managemen
t

A list of
physical and
logical assets
can be
inferred from
the project
documentatio
n

Create an
asset
register
for all
asset
types and
populate it

All will
have
separate
lists – RH
to supply
template
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Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

D. Supply Chain

Supply
chain

High Unkno
wn

Implement a
supply chain risk
management
process, to
include data
sharing and
incident
management

BlueMesh
responsible
for IoT
devices

Confirm who
has
responsibilit
y for all
supplies,
risk assess
the
suppliers
and take
forward any
actions that
arise from
the
results

Will come
out of asset
manageme
nt

E. Service Protection Policies and Processes

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)
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Policy
and
process
developm
ent

High Not
started

Document the
security
governance and
risk
management
approach,
technical
security
practice and
specific
regulatory
compliance

Governance

Risk
managemen
t

Reference
3UK security
policy
framework

Review any
applicable
3UK and
PoF policies
and
procedures,
create and
document
references
to those
which are
relevant

Create
new
policies
where
gaps are
identified

Find out
what policies
are being
followed and
see if they’re
fit for

purpose plus
any gaps

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Policy
and
process
implemen
tation

High Not
started

Ensure policies
and
processes are
integrated with
others where
needed,
followed, their
correct
application and
security

Lessons
learned

Assess and,
if
necessary
, align the
policies
and
procedures
above with
other
relevant 3UK
and PoF
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effectiveness is
evaluated, they
are
communicated,
and breaches
are handled
appropriately

policies and
procedures

F. Identity and Access Control

Identity
verificatio
n,
authentica
tion and
authorisati
on

High Unkno
wn

Implement
access
control,
including
privileged
access

The PoF
Engineerin
g Team -
senior
engineering
team
responsible for
maintenance
and

operation of
Quayside
Cranes,
PoF IT
Operations - IT
engineering
team
responsible for
IT
systems
and
solutions,
and
Cambridge
University
Engineering
and AI
Department
are in scope

Document
any
processes
currently in
place and
check for
gaps and
alignment
with PoF
policies and
procedures

Ask Dan and
BlueMesh for
info

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)
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Device
manageme
nt

High Unkno
wn

Implement
restricted device
usage for
privileged
access,
certificate-based
device access,
independent
assurance of
third-party
devices or
networks,
device
identification
scanning

Asset
managemen
t

OAuth for
devices using
key pair (part
of Google
Cloud IoT
Management
System)

Check what
is in place
and
document
the
outcome,
then
compare
against
the
requireme
nts

Ask
BlueMesh for
info

Privileged
user
manageme
nt

High Unkno
wn

Implement
specific access
controls for
privileged access,
record activity for
analysis

Security
monitoring

Check what
is in place
and
document
the
outcome
then
compare
against the
requireme
nts. Also,
Review in
respect of
Darktrace
monitoring
to confirm
whether
privileged
user activity
is captured

Identity
and
Access
Managem
ent
(IdAM)

High Unkno
wn

Implement RBAC,
least
privilege, and
logging and
monitoring of
activity

Security
monitoring

Check what
is in place
and
document
the
outcome
then
compare
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against the
requirements

G. Data Security

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Understan
ding
data

High In
progre
ss

Identify and
catalogue all
relevant data,
including its
location, quality,
quantity,
methods of
transmission and
users with
access

Asset
managemen
t

Identity
and
access
control

Physical
Sensors
(analogue), 5G,
AI
analytics,
Siemens
Weather/Opera
tions
inputs

This
objective can
be including
as part of the
asset
management
requirements

See template
above

Data in
transit

High In
progre
ss

Understand and
document all
data transfers,
protective
measures and
alternative
routes

Systems
security

Solution
designs
expected to
cover this

5G Standalone
Non
public Network
- using 5G
security and
resilience
components

Remote
control crane
traffic to be
secured and
isolated

TLS

5G data
converted,
then sent
through
firewall via
VPN into

Review
and
confirm
the
solution
designs
properly
meet the
requirement,
then
create
dataflow
maps to
include the
protective
measures in
place
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PoF, to relay
server then to
public
cloud

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Stored
data

High In
progre
ss

Understand and
document all
data storage and
its
protective
measures

Supply
chain

AI analytics
in Tensor
Flow hosted
in Google
Cloud

Raw data in
Cloud
storage
bucket then
into
Integrated
Data Storage
(Cloud SQL,
Cloud
Storage bucket,
Firestone)

This
objective
can be
addressed
as part of
the one
above, by
recording
data storage
and
associated
protective
measures

Media /
equipmen
t
sanitisati
on

Medi
um

Unkno
wn

Record and
track all devices
that contain data
and
implement
procedures
to sanitise
devices
before
disposal or reuse

Asset
managemen
t

This
objective
should be
included
within the
asset
management
requirement
as media /
equipment
sanitisation
forms part of
the
lifecycle of
data
storage
assets

H. System Security
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Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Secure by
design

High In
progre
ss

Design a secure
network with
appropriate
segregation and
simple data flow,
with
content-based
attack
mitigation

Solution
designs

Review the
solution
designs
and record
any gaps
against the
requiremen
ts of the
objective

PoF and
BlueMesh
to provide
info

Secure
configurati
on

High Not
started

Use and
maintain
secure
configuration
s, employ
change
control and
patch
management,
only use
permitted software
that
standard users
cannot
reconfigure

Asset
manage
ment
Security
monitorin
g

5G Standalone
Non
public Network
- using 5G
security and
resilience
components

3GPP

Check
whether
PoF
policies
and
procedures
are
relevant and
applied,
then
consider
whether
there is a
need to
create a
trial-wide
process

Secure
manageme
nt

High In
progre
ss

Bastion hosts
or similar are
used for
administration;
network diagrams
are
maintained;
malware

Relay
Server in
DMZ
separates
the PoF
network from
the Sensor
Data

Check and
confirm the
status of the
bastion host
in use
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protection is
implemented

Note:
where is
the 5G
network
manageme
nt GUI
system?

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Vulnerabilit
y
manageme
nt

High Not
started

Only supported
software is
used,
vulnerability
scanning is
implemented
together with a
patching process

Supply
chain

Review
and
confirm
whether
there is
any
vulnerabilit
y
management
conducted by
PoF
which covers
the
systems and
networks in
scope of the
trial; if not,
consider
whether it
can be
extended, or
a new
process is
required

What is
used?
BlueMesh
use Qualys
for
continuous
scanning -
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scope

Pen tests
under
discussion

I. Resilient Networks and Systems

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Resilience
preparation

Low Not
started

Testing of BC/DR
plans takes
place, and
security
awareness and
threat
intelligence
sources are used
to make
temporary
changes where
needed

No
immediate
action as
this is
dependent
on the
outcome of
other actions

Design for
resilience

Medi
um,

In
progre
ss

Networks and
systems are
designed to
ensure resilience
with the service
not
accessible from
the Internet

System
security

Reliable and
high Uplink
throughput
data
connectivity

5G Standalone
Non
public Network
- using 5G
security and
resilience
components

Review the
solution
designs
and record
any gaps
against the
requiremen
ts of the
objective

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)
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Backups Medi
um

Unkno
wn

Automatic
backups are
taken, tested,
secured,
documented,
reviewed and
made
accessible
should an
event occur.
Key roles are
duplicated, and
knowledge is
shared

Check
whether a
backup
process is in
place and is
applied, or if
not, can a
PoF
process be
extended to
cover the
trial or will a
new process
be
required

PoF – all
backed up
and
resilience
built in
(firewalls
in HA pair)

3 - ?

BlueMesh - ?

J. Staff Awareness and Training

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)
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Cyber
security
culture

Medi
um

Not
started

Security is seen
as important to
all those involved
in the project
with open
communication
and
management
commitment

Governance The
involvement of
Commissum
will help to
drive a
security
culture
going
forward

No
immediate
action as
this is
dependent
on the
outcome of
other actions,
particularly
under
Governan
ce which
should
keep in
mind this
objective

Ask all what
is in place –
3 and PoF
have it in
place

K. Security Monitoring

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Monitoring
coverage

High In
progre
ss

Monitoring data
must have
enough detail to
reliably detect
security
incidents, this
should include
user activity,
systems and
networks; new
systems must be
in scope

Asset
managemen
t

Status is
based on
the use of
Darktrace

Gain an
understandin
g of the
Darktrace
implement
ation and
any other
logging or
monitoring
activity,
then
document
and
check
against
the
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objective
requirements

It’s a
managed
service, PoF
responsible

Securing
Logs

High Unkno
wn

The integrity and
confidentiality of
logs is
maintained, with
access controls
and only copies
used for analysis

Service
protectio
n
policies
and
processes

Identity
and
access
control

Gain an
understandin
g of the
Darktrace
implement
ation and
any other
logging or
monitoring
activity,
then
document
and
check
against
the

objective
requirements

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Generating
alerts

Medi
um

In
progre
ss

Logs are reviewed
continuously
in real time,
alerts can be
tracked to
network assets,
alerts are
tested,
additional data
and knowledge
is used to enrich
log information

Status is
based on
the use of
Darktrace

Gain an
understandin
g of the
Darktrace
implement
ation and
any other
logging or
monitoring
activity,
then
document
and
check
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against
the

objective
requirements

Identifyin
g security
incidents

Medi
um

Unkno
wn

Relevant threat
intelligence
feeds are used
and new
signatures and
IoCs are
received and
applied

Gain an
understandin
g of the
Darktrace
implement
ation and
any other
logging or
monitoring
activity,
then
document
and
check
against
the

objective
requirements

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Monitoring
tools
and skills

Medi
um

In
progre
ss

Suitably
experienced
monitoring staff
are in place to
analyse,
investigate,
prioritise and
report alerts
covering both
security and
performance;
tools make use
of all available
data

Status is
based on
the use of
Darktrace

Gain an
understandin
g of the
Darktrace
implement
ation and
any other
logging or
monitoring
activity,
then
document
and
check
against
the

objective
requirements
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Monitored by
Darktrace
and PoF
staff – DT
have a SOC

L. Proactive Security Event Discovery

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

System
abnorm
alities
for
attack
detectio
n

Low In
progre
ss

System
behaviour
understood, and
is used to detect
and identify
malicious activity

System
security

Status is
based on
the use of
Darktrace

Gain an
understandin
g of the
Darktrace
implement
ation and
any other
logging or
monitoring
activity,
then
document
and
check
against
the
objective
requirem
ents.
Note that
given the
low
priority this
action can
take place
later in the
project
lifecycle
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Proactive
attack
discovery

Low Unkno
wn

System
abnormalities
are searched
for and
generate
alerts

Gain an
understandin
g of the
Darktrace
implement
ation and
any other
logging or
monitoring
activity,
then
document
and
check
against
the
objective
requirem
ents.
Note that
given the
low
priority this
action can
take place
later in the
project
lifecycle

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

M. Response and Recovery Planning
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Response
Plan

Medi
um

Not
started

A
comprehensive
incident
response plan is
in place,
documented,
integrated with
other areas of
the service,
communicated
and
understood

Review
any
relevant
PoF or
other
applicable
policies and
procedures
to confirm if
the trial is in
scope, if
not, consider
extending
existing
processes
or creating
new ones

PoF have
own plans
which
should
cover
project –
need to
check (3
and PoF
to
discuss)

Response
and

recovery
capability

Medi
um

Not
started

Response
activities are
understood and
resourced, have
backup
mechanisms in
place, with team
members
having the skills
and
knowledge
needed, and
specialist
support is
available

Review
any
relevant
PoF or
other
applicable
policies and
procedures
to confirm if
the trial is in
scope, if
not, consider
extending
existing
processes
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or creating
new ones

Control Prior
ity

Statu
s

Requirement
summary

Dependency
/related

Description
of current
measures

Initial
action(s)

Testing and
exercising

Low Not
started

Suitable
exercise
scenarios are
documented,
run,
regularly
reviewed, and
validated

No
immediate
action as
this is
dependent
on the
outcome of
other actions

N. Lessons Learned

Incident
root
cause
analysis

Low Not
started

A
comprehensive
root cause
analysis is
conducted
following an
incident

Security
monitoring

Proactiv
e
security
event
discover
y

Review
any
relevant
PoF or
other
applicable
policies and
procedures
to confirm if
the trial is in
scope, if
not, consider
extending
existing
processes
or creating
new ones

Using
incidents
to drive
improveme
nts

Low Not
started

An incident review
process/policy is
in place to
ensure lessons
learned from
each incident
are identified,
captured,

Response
and
recovery
planning

No
immediate
action as
this is
dependent
on the
outcome of
other actions
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prioritised and
acted upon, with
the results used
to inform risk
management
information

Current Status Summary
The priority and status of the 37 summarised objectives is shown below:

Priority Status

High 20 Implemented 0

Medium 11 In progress 13

Low 6 Not started 13

Total 37 Unknown 11

Total 37

The radar chart below shows the estimated compliance with each principle; note this is
based on what is known and confirmed at this time and it is expected, once progress has
been made on the actions, it is likely the chart will show an increase in compliance.

69

80



Copyright © 2022 Trustwave Holdings, Inc. All rights reserved.
APPENDIX B. SECURITY WORKING GROUP TERMS OF
REFERENCE

Security Working Group for PoF 5G Trial

Overview

The PoF 5G Trial will collect and analyse data generated by crane operations at the UK’s
busiest port. The operation is likely to be seen as part of the UK’s Critical National
Infrastructure (CNI) and, as such, requires a high level of information security to be in place
for protection.

The purpose of the Security Working Group (SWG) is to provide an active level of
governance and assurance to the trial, establishing one of the primary building blocks of
good security practice and meeting one of the requirements of NIS-D as encapsulated
within the NCSC Cyber Assurance Framework.

Objective

The objective of the SWG is to provide oversight and advice throughout the trial to ensure
the data, infrastructure, software and people operate securely.

Membership

The core membership of the SWG will be:

• Security Lead
• Representatives from all major stakeholders

Other parties will be invited to attend SWG meetings as required.

If any of the core membership cannot attend a deputy should be nominated. The SWG will
be chaired by the Security Lead or nominated deputy.

Responsibilities

The responsibilities of the SWG are:

1. Ensure security measures in place are effective and remain effective throughout the trial;
2. Act as a point of contact and resource for any security issues raised;
3. Coordinate security activities affecting the trial;
4. Assess, prioritise and remediate any security deficiencies;
5. Escalate any risks or other issues as required;
6. Create and update relevant trial documentation;
7. Maintain and regularly review a register of risks to the trial;
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8. Review the assurance methods used, ensure they are working as intended and are the
most appropriate.

Meetings

The SWG will meet every two (2) weeks either separately or as part of a regular project
meeting.

In the event of a major incident or other urgent requirement the SWG may be convened as
required.

All meeting will be minuted and records maintained.

Meeting Agenda

1 Outstanding actions Security Lead

2 Review of progress against requirements Security Lead

3 Notable incidents All

4 Planned changes All

5 New and notable risks All

6 Risk register review All

7 AOB All

APPENDIX C. IOT SECURITY SCOPE EXPANSION MILESTONE 31
REPORT

Provided by Blue Mesh Solutions and Arqit. Copyright Blue Mesh Solutions 2022

Introduction

This is the Milestone 31 report for the IoT Security workstream for the scope expansion on
the 5G Ports Project.

M31 is a Project Close report to describe the project in high level terms and then to give a
narrative of the outcomes and potential future benefits. The Acceptance Criteria is to
complete the DCMS Excel based Benefits Realisation Template. In addition we have created
the narrative below to document the main stages of the project.

Deliverables Acceptance Criteria
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• Milestone 31: Benefits, Reporting and Close.

• Milestone Target Date: 31 March 2022

• Milestone Grant Value: £4,850

• 31.1 Report benefits realised by
the workstream, in the project’s
benefits realisation spreadsheets
(DCMS template).

• Acceptance Criteria:

Benefits realisation outcomes
accepted by DCMS, via email.

Background
Arqit contacted BMS in September 2021 and due to our involvement in the Port of
Felixstowe project suggested we review their technology to add a very high level of data
security to protect asset data.

The technology proposed was QuantumCloud (QC). Based on Symmetric encryption keys,
and the AES256 Symmetric Algorithm which uses them, are known to be secure against
quantum attack. Arqit has developed a secure way to use them at scale.

Project Proposal and Funding
A technology validation project was agreed and a proposal for grant assistance made to
DCMS as an extension to the 5G Ports project. The value of the grant was £46,452 at 60%
grant and the total value ex VAT £77,420.

The proposal had seven stages;

1. Project Set Up

2. QuantumCloud testing on Linux Stack into Google CLoud

3. Extraction of Linux Stack into cloud based Lambda code - serverless. a. Proof of concept
to create MQTT service using QuantumCloud. 4. Market awareness - planning stage
5. Market awareness - survey and analysis stage

6. Press release of findings

7. Project Close and Benefits Realisation

During stage three we discussed the possibility of creating an MQTT version of the
QuantumCloud service, as an alternative to the Lambda based test. This was agreed and
instead we pivoted the project towards this new idea. The idea was selected as it has a
better commercial potential in our opinion.

The technology tests were successful and the market awareness engagement discovered
that industry has a potentially strong interest in Quantum Secure MQTT.
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Quantum Secure Encryption of MQTT data
Incorrect implementation of MQTT deployments can lead to severe security implications for
IoT deployments such as the control of devices by bad actors, accessing device data and
tracking the location of end users and violating privacy requirements.

Quantum Secure MQTT is an enhanced data encryption method that is considered as
unbreakable using current standard and quantum computer technology. This has great
potential for ensuring that Internet of Things data used in industrial measurement and
control systems are given the highest level of protection.

The global market for industrial Internet of Things (IIoT) was sized at over 263 billion U.S.
dollars in 2021. The market is expected to grow to one trillion U.S. dollars by 2028.

MQTT is the chosen data transport method for IoT data because it has a smaller use of
computer resources to transport data than for other methods such as HTTPS. MQTT
therefore is a ubiquitous method for publishing (sending) data into a server for data
manipulation.

Blue Mesh Solutions is an IoT solution developer and Arqit a quantum secure system
developer, and when the two companies worked together, they shared their skills to create
the first Quantum Secure MQTT data service for IoT.

Based upon a PaaS cloud self-service model, low computation burden, low cost, and high
interoperability delivering the trustless and computationally secure benefits of
symmetric encryption keys to all and any connected device. It is a scalable, policy based
service that is quick to deploy and requires no infrastructure.

Commercial Potential
The market for IOT devices is growing and is estimated by some market commentators to
reach US$1 Trillion by 2028. Protecting IOT devices used on strategic assets is very
important because interference with data can have technical and economic impacts. IOT
devices increase the performance of engineering assets, but can also increase the risk of
hacking and organised attacks.

By combining QuantumCloud with MQTT, Arqit and BMS have a potential product with
global potential.

In February 2022 Aqrquit and BMS signed a technical collaboration agreement.

In May 2022 Arqit and BMS signed a commercial heads of agreement to exploit the
Quantum Secure MQTT idea in collaboration. Both parties have had High Level discussion
on how to create a product that customers may purchase, probably on a platform as a
service model.

Benefits Realisation
It is probably too soon to make any high probability benefits realisation predictions as the
project only started in December 2021 and only six months have elapsed. It is also worth
mentioning that it was originally intended to run some trials inside the Port of Felixstowe on
the experimental Condition Monitoring / Predictive Maintenance system we are testing.

84



However, given the extreme difficulties caused by COVID, then supply chain and logistics
backlogs, then certain weather events, plus the underwhelmed reception from the port’s
technical team for more experimentation, we decided it was better to undertake
development in our lab.

That said, when we started to test the Arqit encryption method it was very obvious to us that
an MQTT version for IOT (and possibly PLC control) over MQTT was a positive way forward
and one that could have significant demand from industry.

In exchange for working in the port, we instead created 4 sensor devices by combining an
industrial (4 core) Raspberry Pi with a range of environmental sensors, we then protected
these using the Arqit software and after some programing sprints, tested the Quantum
Secure MQTT communication method on devices very similar to those in the port. So
although the test was a lab test, it was a reasonable proxy for the in-situ sensors and sensor
gateways.

The outcome was that we tested as a proxy for in port operation a very similar sensor +
gateway + Quantum Secure MQTT system and so we have confidence it would work in field
tests, in the port, or in other settings.

The Benefits Realisation spreadsheet has been completed and we can make the following
observations.

However we can report the following:

1. Technology collaboration agreement signed.

2. Commercial Heads of Terms to commercially collaborate signed. 3. Probable visit to
Oman to present to the oil and gas industry.
4. Possible link with Hutchinson Group and Three telecom.

5. Presentation at a senior level to Accenture, global IoT consulting team. 6. Presentation to
procurement lead for BP.
7. Visit to Smart Ports conference in Rotterdam May 2022 to network.

Closing Comments
The IoT Security project has some exciting possibilities, as it could possibly create the
highest level of IOT data security available over MQTT globally, putting the Arqit BMS
collaboration into the highest technology quartile.

If we can get some traction, one or two early customers, then we will probably raise funding
on this basis and invest in commercial exploitation. The grant has been an enabler for a
technology sharing project that has combined slightly different skill sets to create a
potentially global product.

Its very early days, however, the economic potential is very exciting.
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5G Testbeds and Trials: 5G
Sustainability

a statement addressing how the grant recipient (lead partner) and project
consortium plans to handle assets from the project; state any further delivery
outputs after the grant funding period ends;

Upon the commencement of the trial, the 5G network had known constraints particularly
on latency and hardware required to support it was in its infancy. The Trial has concluded
reporting at much higher latency than expected, thus affecting the collection of data
consistently. Despite these constraints, Hutchison learnings have provided highly valuable
insight,

1) bringing more accurate specifications for procurement of future 5G network and
remote operation of RTGs for the whole of the port.

2) when running multiple streams of traffic, the ability to classify the prioritisation of
different traffic types across the network

ability to optimise control RTGs by increasing the number of CCTV cameras using the
Port's wireless network, thus enabling there to be remote vision of the surroundings of the
cranes, higher frame rates and increased picture resolution and enabling OCR
capabilities. Something that Hutchison would look to possibly pick up, post 5g network
successful deployment.

Hutchison also remains committed to the concept of predictive maintenance and plan to
use 4G network over the next 6 months, partnered with Cambridge and Bluemesh to drive
a commercially viable product.

The market for IOT devices is growing and is estimated by some market commentators to
reach US$1 Trillion by 2028. Protecting IOT devices used on strategic assets is very
important because interference with data can have technical and economic impacts. IOT
devices increase the performance of engineering assets but can also increase the risk of
hacking and organised attacks. By combining QuantumCloud with MQTT, Arqit and BMS
have a potential product with global potential. In February 2022 Aqrquit and BMS signed a
technical collaboration agreement. In May 2022 Arqit and BMS signed a commercial head
of agreement to exploit the Quantum Secure MQTT idea in collaboration. Both parties
have had High Level discussion on how to create a product that customers may purchase,
probably on a platform as a service model.
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Master Knowledge Comms

88



Master Re-draft Benefit Realisation
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Investment simulation
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Testbed Moinitoring

TRLs
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User Case Monitoring
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Knowledge Creation

Lessons Learnt
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Substainability Statement
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Configuration
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Asset Register - Blue Mesh (Processing Resources)
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(Software)
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(Information)
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Asset Register - Master copy 14 Sept (Processing Resources)
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(Software)
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(Information)
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